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Introduction

Much computer-aided text-based research in the humanities is carried out using different tools
and techniques. Applications of these tools include lexical research, stylistic analysis,
lexicography, and almost any other task based on finding specific instances or repeated
patterns of words. Certain types of clauses or constructions can be identified by words which
introduce them. Inflections can be studied by specifying words that end in certain sequences of
characters. Punctuation or other special characters can also be used to find specific sequences
of words. Numerical studies of style and vocabulary are not new, but with the advent of
computers much larger quantities of texts can be analyzed, giving an overall picture that would
be impractical to find by any other means. From the 1960s into the 1990s, computational
linguistics developed primarily through the work of computer scientists interested in string
manipulation, information retrieval, symbolic processing, knowledge representation and
reasoning, and natural language processing. The NLP community has been especially
interested in analysing text-based inputs and out-puts. Using text inputs is a standard practice in
linguistics among those who study syntax, semantics, pragmatics, and discourse theory. Apart
from creating natural language text, using text editors, analysing the text is one of the important
aspect of language studies.

In this paper we discuss the usefulness of software tools for NLP researchers in relation to
Tamil Corpora. We used the corpus developed by CIIL, Mysore for our testing. The corpora are
precious aids to the NLP researchers attempting to design systems that can handle language as
it is really used. The features of the software tool are presented here.

Language analysis
Studies of language can be divided into two main areas:

Studies of structure and studies of use. Linguistic analyses have emphasized structure,
identifying the structural units and classes of a language (e.g. Morphemes, words, phrases and
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sentences) and describing how smaller units can be combined to form larger units. Studies of
'language use' focus on a particular linguistic structure, investigating the ways in which similar
structures occur in different contexts and different functions. Corpus can be used to provide
more useful information on morphemes, words, sentences, etc.

Those who work in Natural Language Processing require flexible access to large corpora. It is
not necessary that such corpora be supplied exhaustively analyzed . What is required is a set of
tools that the NLP researchers can use to process the corpora to yield interesting views over the
data and to elicit various patterns, clusters and regulations. These can then form the basis for
either the writing of rule-based system or the training of probabilistic models. Furthermore, they
can be used as input to various other tools.

Raw Corpora are necessary to allow useful aids to be generated such as concordances and
various sorting which are invaluable for the grammar and dictionary writer. Clearly various
statistical operations may be carried out on raw corpora that help computational linguists to
characterize texts from various points of view, or allow them to identify frequently or infrequently
occurring words, or other patterns. Raw corpora can be used to develop and train probability-
based models. If a corpus is to be useful, we need to search it quickly and automatically to find
examples of a particular linguistic phenomenon to sort the set of words and to present resulting
list to the user.

Partial analysis of corpora can yield useful patterns and structures. Analyzing Tamil corpora is
different from analyzing English language corpora. The existing tools for English text processing
are not suitable for processing Tamil text. The difficulties at various levels of analyzing Tamil
text are due to the large set of characters and the encoding system.

The major task of the software tool is the presentation of the text data and analysis for linguists
or researchers to review and use.

This software tool has the following features:
. Text Editor

. Text Database Manager

. Pattern Search

. Concordance

. Sorting Utility

. Tagging

. Phrase Chunking
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8. Statistical Analysis
Text Editor

The text editor is a Window based Tamil text editor with basic features of Notepad and Tamil
keyboard support (TAM/TAB). Searching on Tamil text files can be done. Using this editor the
user can perform manual tagging. For easy searching and replacements, it provides updateable
search list and tag list. The find and replace facility differentiate selected words in colors.
Certain types of clauses or constructions can be identified by words which introduce them.
Inflections can be studied by specifying words that end in certain sequences of characters.
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Fig.1 The layout of the Editor

. Word Collection N =18 x|

File ‘words Sort  Pattern Matching

‘Words Fead : 2026

"word Frequency| ] Frequency | Word | -l
Cum(bE B BLom 1002 BFrss
BumfHio 1 1|2 ehISE
BurHeugmsl 1 12 ClaTeblkn
Eurm 1 1 BT
Eum_ 4 B bl
Bum_Baiembio 2 1 WLlaramu
Bum i (w5 q E bl
TSy

Bum_(n 49 pal
Bum (B0 9 L g@_@
Bur (pe [ 7 m%(%ﬂ
Bum_L 1 7 ioes
Bum_aun 2 B stz
Bum_eumw 1 20 ey
ELmen 2 2 Clamemer
EmeD B8 23 ELESELD
Eumeorm 2 23 Gume
[ 2 23 BT
B s 1 25 EEEE

» |CarmEnn 1 28 ENELEE|
Bar mpmoanius 1 30 GleErersran
T 4~ |37 Blewpann

4] 4 |words List Totalwiords: 2026 b |l ?g gi”—.@E Li) zl

Unique Words - 821 of 2026

Fig. 2 Showing the word list with frequency
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Fig. 4 Showing the Search list for easy entry of pattern (Words are in Consonant-Vowel form)

Text Database Manager

The plain text files can be segmented into sentences and each sentence can be segmented into
phrases. The words are collected and stored for further analysis.

The text database manager creates and maintains a database of words. It performs basic
functions of counting, searching, filtering, sorting and preparing concordances.
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Word List

A word list is a list of words retrieved from a particular topic or subject text where each word is
accompanied by a frequency number. The list can be viewed by

» the order of word
« the order of frequency
e the order of word length

The words may be viewed in a normal form using TAM/TAB encoding or as a group of
consonant and vowels which gives clear view of the word.

Sorting

The word list can be sorted in alphabetically ascending and descending order of letters. Words
can be sorted by their endings. As already seen, words can be sorted by their frequency,
starting with the most frequent word or less frequent, or even by their length where the longest
or the shortest word comes first. A process called reverse alphabetical sorting, sort the words by
their endings.

Searching

The word list may include every word or only selected words. Words can be selected using
wildcards, such as * and ?. The symbol *' denotes any number of letters including none, '?'
denotes any single letter. In many situations, this approach can be much more productive than
attempting to use morphological or syntactic analysis programs.

Phrase Chunking

Text chunking is dividing sentences into non-overlapping phrases. Noun phrase chunking deals
with extracting the noun phrases from a sentence. While NP chunking is much simpler than
parsing, it is still a challenging task to build a accurate and very efficient NP chunker. The
importance of NP chunking derives from the fact that it is used in many applications.

Noun phrases can be used as a pre-processing tool before parsing the text. Due to the high
ambiguity of the natural language exact parsing of the text may become very complex. In these
cases chunking can be used as a pre-processing tool to partially resolve these ambiguities.

Noun phrases can be used in Information Retrieval systems. In this application the chunking
can be used to retrieve the data's from the documents depending on the chunks rather than the
words. In particular nouns and noun phrases are more useful for retrieval and extraction
purposes.

Concordance of words

The concordance program of this software lists the specified word in the order in which they
occur in the text. The number of words in the context can also be specified.
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Fig. 5 Concordance

Tagging
Tagging of words for their lexical and grammatical categories can be done by this system. The
use can search for a particular pattern and assign a grammatical value. Certain type of

categories of words have common suffixes. This can be studied. If we use a large lexicon,
tagging can be done for more number of words.

Tagging can be done at different levels. Syntactic level tagging will be used for the analysis of
phrase structure and to study the sentence patterns. Syntactic tagger will produce the output as
shown below. The word level tagged text is the input for this.
S0 un tHx [NF_Nom |
Aer g <RP >

tpwsy €N [NP_Subj}
S CPN_3=n > [WP_Subj}

i < Det >
Iemend &, CN> {NP_Nom |

@i < Det>
Eluiflw < Adj >
bemas SN {NP_Nom |

oyger CPM_3zn_Gen >

Ffesafa <N_pl Loc> {NP_Log]
Qo < Adj »
Bl € Adj >
wre mar LN Pl (WP _Nom |
aua 5 STV PO
arry < Ady >
bowT g < P>
B £V P>

Fig 6. Output of a Syntactic tagger
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Conclusion

Tamil software for Desk top publishing is available with more features. But for Natural Language
Processing, we also need software which make the system to understand the Tamil Language.
The development of software components in this area are considered important for the linguistic
research and expert system development. In this work we have tried to develop software tools
which help linguistics for their research. The efficient and user friendly software tools will reveal
more information for the researchers.
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